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LLM - Can do a lot of things in just One Model

* LLM solves problems by following human instructions
* Why does the sky appear blue during the day? -> QA
* Summarize the following article in one paragraph. -> Summarization
* What is the sentiment of the above sentence? -> Sentiment Analysis
* Write a Python function that returns the factorial of a number. -> Coding
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LLM - Can do a lot of things in just One Model

* LLM solves problems by following human instructions

* Why does the sky appear blue during the day? -> QA

* Summarize the following article in one paragraph. -> Summarization

* What is the sentiment of the above sentence? -> Sentiment Analysis

* Write a Python function that returns the factorial of a number. -> Coding

But before this LLM era, we usually need one model for one task.
What is next? One model for all tasks? An intelligent agent?



An intelligent system takes all the surrounding
Information, E.g. as humans

—_

 Information
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Sensor data Artificial General Intelligence

Numerical or structured data
Location and geospatial data
Knowledge, reasoning, and others —
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* Our Focus: AudioLLM: Audio-based Large Language Models



Agenda

* What is AudioLLM? (in comparison with previous speech models)
* Design of new evaluation methods.

* AudioBench: A Universal Benchmark for Audio Large Language
Models - NAACL 2025

e What is next?



From 1990s - Now

Conventional Audio / Speech Solutions

“One task - one model” paradigm
* Automatic Speech Recognition - Whisper, Conformer, Wav2Vec 2.0
* Speech Translation — Whisper, SeamlessMA4T, Translatotron 2
* Audio Captioning — CLAP, PANNSs, AudioCLIP
* Sentiment Recognition — EmoReact, emotion2vec

Characteristics:
* Usually supervised learning
* Predefined prediction space



From 2023 - Now

AudioLLM - One Model for all
audio/speech understanding tasks

Audio + Human Instruction = Answer

|m|

Why there is a man laughing? / /
When and where was this speech given? /
Can you help me transcribe the speech?/
Is it an indoor or outdoor environment?/ ...

The man is laughing because xx. /
It was xx’s speech given in 1989./

Characteristics:

* Complete the task by following human instructions
 Can generalize to zero-shot / unsupervised scenarios
* Responsein human language



Before Model Development: Evaluation

* We need the performance measure.
* To know what is the ideal case.
* To monitor the progress of model training.
* To compare models and methods.



How do researcher evaluate LLMs?

‘?‘) Zvi Mowshowitz &
GPT-4.5 reaction thread time! Go. Anything you want to make sure | don't
miss, or your own reactions.

* Multiple choices questions

o @ Andrej Karpathy &
 Unnatural for its common use cases

My reaction is that there is an evaluation crisis. | don't really know what
. metrics to look at right now.
(] O p - d d q t MMLU was a good and useful for a few years but that's long over.
e n e n e u e S I O n S SWE-Bench Verified (real, practical, verified problems) | really like and is
. . great but itself too narrow.
Chatbot Arena received so much focus (partly my fault?) that LLM labs
* How can we judge answer A is better than B? much focus (party my faut?) that LLM
have started to really overfit to it, via a combination of prompt mining
(from API requests), private evals bombardment, and, worse, explicit use
M of rankings as training supervision. | think it's still ~ok and there's a lack
o H u I I l a n ra tl ng of "better", but it feels on decline in signal.
There's a number of private evals popping up, an ensemble of which
M . ight be one promising path forward.
* Troublesom mmed feedback ine - - -
rO U e SO e, n O I e Iate e e a C In absence of great comprehensive evals | tried to turn to vibe checks
instead, but | now fear they are misleading and there is too much
opportunity for confirmation bias, too low sample size, etc., it's just not
great.

TLDR my reaction is | don't really know how good these models are right
now.

Comments from X.com for GPT4.5 Release
March 3, 2025
TLDR: It is hard.



How do researcher evaluate AudioLLMs?

* Status: No unified paradigm yet.

* The new evaluation should incorporate the major paradigm shift.
1. One model that handles (any) audio/speech tasks
2. Complete task by human instructions
3. Open-ended answer generation



How do researcher evaluate AudioLLMs?

* Status: No unified paradigm yet.

* The new evaluation should incorporate the major paradigm shift.
1. One model that handles (any) audio/speech tasks — The more, the better
2. Complete task by human instructions — Instruction following measurement
3. Open-ended answer generation —— Judgement by LLMs with/without references



AudioBench: A Universal Benchmark for AudioLLMs

* Task categories: Speech Understanding, Audio-Scene
Understanding, Voice Understanding (Paralinguistic), Music
Understanding, Singlish Understanding, ...

Speech Understanding Au d i O B e n c h Voice Understanding

/‘AUTOMAT[C SPEECH RECOGN ITION\

. ACCENT RECOGNITION
(LibriSpeech—CIean] ( LibriSpeech—Otherj 8 Tasks with 26 Datasets
(CommonVoice] [Peo lesS eech] Benchmark for Audio Large [VoxCeleM-Accent]
pesse Language Models (AudioLLMs)
[Earning-21j [GigaSpeechj [ Tedlium3 j GENDER RECOGNITION
[Eaming-zzj [Ted”um_,_ongform] Audio Scene Understanding [VoxCeIeb1-Gender]
/" AUDIO CAPTIONING
SPEECH QUESTION ANSWERING \ ('EMOCAP'Ge"derJ
[ WavCaps J ( AudioCaps )
(CN-College-Listen) [ DREAM-TTS J EMOTION RECOGNITION
AUDIO-SCENE QUESTION
((sLUE-P2-5QA5 ] (Public-5G-SpeechQa | ANSWERING [ IEMOCAP-Emotion )
Clotho-AQA AudioCaps-QA
SPEECH INSTRUCTION [ J [ J T e
\[OpenHermes-AudioJ (ALPACA—AudioJ / \ WavCaps-QA / \ Sentiment Emotion

Figure 1: Overview of AudioBench datasets.



AudioBench

 Collections of Evaluation Tasks

ASR LibriSpeech Earning-21/22 MNSC-ASR
Speech
AudioBench :
HeteBenen | Understanding Speech Question Answering || CN-College-Listen | DREAM-TTS | SLUEP2:S0A5 S

Audio Scer?e Speech Instruction OpenHermes-Audio ALPACA-Audio |-
Understanding
Voice Audio Captioning AudioCaps
Understanding } . ) !
Audio-Scene Question Answering Clotho-AQA AudioCaps-QA WavCaps-QA
Music W MNSC-A
Understanding Accent Recognition VoxCeleb1-Accent -Accent
Gender Recognition VoxCeleb1-Gender IEMOCAP-Gender MNSC-Gender

Emotion Recognition IEMOCAP-Emotion MELD-Sentiment MELD-Emotion
Music Reasoning MuChoMusic




AudioBench

* Evaluation Measurement
* ASR -Word Error Rate
 Speech Translation — BLEU score
 Speech QA? -> Model-as-a-judge (LLAMA-3-70B-Instruct)

Judgement model:

Explanation: The reference answeris "anger",

. while the model's answer is "frustration and
AudiolLLM anger". | think the model's answer is accurate and

(SALM o]\ N) relevant to the reference, as‘ it not o‘nly‘mentions

anger but also adds frustration, which is a closely

related emotion.

What emotions do you detectin the
speaker's voice (frustration, anger, excited,

neutral, happiness, surprise, sad)? Rating: 1
Model Answer: Judgement
The speaker is expressing frustration

and anger in their speech.

Reference Answer: /

Based on the speaker's speech patterns, it
seems like they are feeling anger.

LLM Model




AudioBench

 Evaluation of AudioLLMs and Cascade Models

AudioLLMs .
Dataset Name SALMONN | Qwen-Audio-Chat | WavLLM | Qwen2-Audio-Tnstruct | " oper+Liama3
Speech Understanding
LibriSpeech-Clean,) 55.58 2.25 2.10 3.20 1.83
LibriSpeech-Other | 41.80 4.16 4.80 6.07 3.71
CommonVoice-15( 33.75 11.65 14.53 11.44 9.89
PeoplesSpeechy) 34.33 30.72 37.92 22.32 14.54
GigaSpeech) 14.22 13.32 15.49 11.89 9.51
Tedlium3 ) 8.56 4.00 6.62 6.39 3.81
Tedlium3-Longformy ) 18.39 45.29 45.37 95.35 4.75
Earning-21)) 26.87 38.46 64.47 98.65 11.77
Earning-22()) 36.38 51.18 66.72 98.84 15.61
CN-College-Listen 50.51 60.85 65.43 74.50 85.25
SLUE-P2-SQAS5 78.24 76.12 83.92 80.05 82.99
DREAM-TTS 55.93 57.76 64.56 66.70 86.09
Public-SG-SpeechQA 56.77 57.47 58.55 58.31 64.94
OpenHermes-Audio 19.20 11.00 22.40 44.80 63.0
ALPACA-Audio 12.40 9.60 21.60 52.60 70.8
Audio Scene Understanding
Clotho-AQA 51.18 58.20 43.01 50.92 29.47
WavCaps-QA 46.25 38.68 26.25 44.47 17.38
AudioCaps-QA 47.03 47.99 29.84 45.75 16.71
WavCapsouiy) 21.16 29.25 6.40 33.78 3.45
AudioCapsauy) 34.37 47.99 4.17 40.78 247
WavCaps(METEOR) 17.72 24.02 9.78 21.34 13.89
AudioCaps(METEOR) 21.20 27.70 6.70 19.89 7.95
Voice Understanding
IEMOCAP-Emotion 21.56 27.34 45.91 49.30 34.43
MELD-Emotion 33.06 50.57 41.07 40.54 33.36
MELD-Sentiment 41.87 43.87 50.08 53.49 43.87
VoxCelebl-Accent 28.06 45.70 37.65 29.19 39.33
VoxCelebl-Gender 88.90 70.56 70.51 99.12 53.41
IEMOCAP-Gender 51.60 51.13 45.29 49.30 51.50




A : B h E.g. ASR Instructions
u I O e n C - "Please help me transcribe the speech into text.",

- "Transcribe the spoken words into written form.",
- "Listen to the speech and provide the text version.",
- "Transform the speech into a text document as transcriptions.”,

* What about diverse prompts?

LibriSpeech-Clean CommonVoice Tedium3
16 — ®Prompt-1 mPrompt-2 ®Prompt-3 - 45 — ®Prompt-1 mPrompt-2 ®Prompt-3 - 30 — ®Prompt-1 mPrompt-2 ®Prompt-3 -
14 40
25
12 35
30 20
10
25
8 15
20
6
15 10
4 10
5
JHAEE mEm | O HEE
SALMONN Qwen-Audio SALMONN Qwen-Audio SALMONN Qwen-Audio

Most recent models are becoming robust towards diverse prompts.



CN-College-Listen Clotho-AQA VoxCelebl-Accent

AudioBench

Correlation between judgement models

* What judgement model should we use?

* LLAMA-3-8B-Instruct
* Not have enough capability

* GPT4o0

* Costly and will have version updates

e LLAMA-3-70B-Instruct

 Canfitin 1 H100 GPU after int4 quantization
* Good instruction following and judgement quality
* High correlation with GPT4o0 (especially for reference-based judgements)



AudioBench - Resources

* Paper: https://arxiv.org/pdf/2406.16020 (NAACL 2025)
* Leaderboard: https://huggingface.co/spaces/Audiol L Ms/AudioBench-Leaderboard

~ Spaces @@ AudiolLLMs AudioBench-Leaderboard © < like Running = # App ‘I Files Community Settings i, &

.

O pasnoons Task: Automatic Speech Recognition - English

L‘ﬂ Automatic Speech Recognition ~

Dataset
$ ASR-English
- R Overall v
O AsR-Mandarin
§ ASR-Singlish Please choose the model

% Speech Translation Cascade: Whisper-Large-v2 / SEA-LIONv3 X Cascade: Whisper-Large-v3 / Llama-3-8B-Instruct x Fusion: MERaLION-AudioLLM-Whisper-SEA-LION x
(?) Spoken Question Answering v Fusion: Qwen-Audio-Chat X @ Fusion: Qwen2-Audio-7B-Instruct X Gemini-15-Flash x Qv
@ Spoken Dialogue Whisper-large-v3 x B hy_whisper_local_cs x

Summarization

Q‘ Speech Instruction TABLE
@ Audio Captioning Model Average  LibriSpeech-Clean  LibriSpeech-Other CommonVoice-15-EN  Peoples-Speech = GigaSpeech-1  Earnings
Q Audio-Scene QA Whisper-large-v3 0.083 0.019 0.037 0.100 0.146 0.095 0.
B Accent Recognition Cascade: Whisper-Large-v3 / Llama-3-8B-Instruct  0.084 0.018 0.037 0.099 0.145 0.095 0
Qf' Gender Recognition hy_whisper_local_cs 0.093 0.026 0.053 0.107 0.199 0.095 0.

‘ ey Cascade: Whisper-Large-v2 / SEA-LIONv3 0.094 0.032 0.053 0.106 0.201 0.099 0.
0 Emotion Recognition
= N . Fusion: MERaLION-AudioLLM-Whisper-SEA-LION  0.109 0.023 0.042 0.078 0.211 0.145 0.
=l Music Understanding

Fusion: Owen2-Atidin-7R-Instruct 0.124 0.035 0.060 nii4 0217 0117 ]

Wang, Bin, Xunlong Zou, Geyu Lin, Shuo Sun, Zhuohan Liu, Wenyu Zhang, Zhengyuan Liu, AiTi Aw, and Nancy F. Chen. "Audiobench: A universal
benchmark for audio large language models." NAACL, 2025


https://arxiv.org/pdf/2406.16020
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AudioBench - Resources

e Paper: https://arxiv.org/pdf/2406.16020 (NAACL 2025)

* Leaderboard: https://huggingface.co/spaces/AudiolL Ms/AudioBench-lLeaderboard

* Toolkit: https://github.com/Audiol L Ms/AudioBench

= O AudioLLMs / AudioBench Q| 8|~ + ~ |[[®]]1 @.m = O AudioLLMs / Awesome-Audio-LLM Q|8+~ + - O n Q.ﬁ-
<> Code () Issues 4 19 Pullrequests (® Actions [ Projects [ Wiki © Security 7 <> Code (© Issues 4 19 Pullrequests () Actions [ Projects [0 Wiki () Security [~ Insights 3 Settings
AudioBench  rublic S EditPins v OWatch 9 ~ % Fork 3~ Starred 133~ Awesome-Audio-LLM public s EditPins v  ®Unwatch 23 ~ % Fork 26  ~ Starred 417~

¥ main ~ ¥ O Go to file + About e ¥ main ~ ¥ © Go to file + About b

AudioBench: A Universal
ﬁ— BinWang28 release the scripts with aspire2ap bc2439a - 2 days ago @

Audio Large Language Models

Benchmark for Audio Large #- BinWang28 new paper 9259ae5 - last week O

Language Models audio-processing
BB assets update logo 8 months ago I items new paper last week T L

@ arxiv.org/abs/2406.16020
I examples support MNSC datasets 2 months ago (3 .DS_Store addinme 2 months ago audio-understanding

speech speech-recognition

AudioBench Toolkit Collection of AudioLLM Publications


https://arxiv.org/pdf/2406.16020
https://huggingface.co/spaces/AudioLLMs/AudioBench-Leaderboard
https://github.com/AudioLLMs/AudioBench

What should we do next? AudioBench v2

* Instruction following of AudioLLMs

* Multilingual Support

* Multi-round Evaluation

* Evaluation on Speech Generation (Can hear and speak!)



Next Talks

* Our Models!
* MOWE-Audio (ICASSP 2025)
* MERaLiON-AudioLLM (Technical Report, Open-Sourced)
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